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Al IMPROVED BLOCK BASED HYBRID EDGE DETECTIO! METHOD TO
SUPPORT TEXT RECOGI!ITIO! O!'lOISY IMAGES

++VH\LQ %LODO 0$&97

Assist. ProfDr., Mehmet Akif Ersoy UniversityBucak ZTYQ Department ofnformation Systems and
Technologies
ORCID !0: 0000000253255416

ABSTRACT

Numerous methods have been proposed for recognizing characters in an image. Some of these
use the Canny, Sobel and Prewitt edge detection algorithms. Images captured from the real
world in applications such as license plate recognition contain a lot of noise due to physical
environmental conditions such as rain and mud. As the amount of noise in the image increases,
edge recognition algorithms produce parallel and dashed lines that makecdsgmition
difficult. In this study, a supporting method for edge detedbased text recognition algorithms

is proposed. With the proposed work, bldeksed Shannon Entropy is applied in the low
frequency sutband of the noisy image. In the experimémésults, it was observed that the
parallel and dashed lines produced by the edge recognition algorithms in the noisy image
decreased. The proposed algorithm is not efficient in terms of algorithm complexity for noise
free images, but it can contributesitovely to edge recognition in noisy images.

Keywords: Edge detectionl.icense plate recognitioflybrid algorithm

I'TRODUCTIO!

A digital image is a type of image obtained as a result of the real world image being divided
into small pieces callgpixels (Turhal et al., 2013ach pixel has a numerical brightness value.
Image processing is a method of compuatealyzing and manipulating digital images using
mathematical operator@ne of the important purposes of image processing is to efficiently
interpret the content of the image and find meaningful and important information from it
(Ansari et al., 2017°A property is a numerical value that can be obtained from an image with
one or more functions in order to distinguisirom anotheoneor toobtain useful information

about that.!'The data set in which the desired features of an image are collected is called the
feature setA good feature set should be as small in size (KuandBhatia, 2014) and rich as
possiblelThe purpose of feature eattion is to obtain a processable dataset that is much smaller
than the original image and that can classifyhe set of features obtained in feature extraction
should contain specific information about the imajgorithms used in featurextraction
systems generally work in three stagBse first stage is the feature extraction stage. At this
stage, the image, which is the input data, is converted into a set of features with the feature
extraction functionThe second stage is the seleststage. At this stage, the number of features
required to classify the image is reduced according to the elements of the set of features obtained
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in the previous stagd-or this, useless features that will not be used in classification are
discardedIn other words, a subset of features is obtalhedhe last stage, the image is
classified according to the features decided in the selection 3tagesuccess of each stage
affects the success of the next stage, and therefore the entire system.

Feature
extraction

v

v

Global Local
features features
v v v v v v
Texture Shape Color Edge Comer Region

Figure 1. Classification of feature extraction methods

Image features are examined in two categories, local and géredtaks, as shown in Figure
1.!Native features are used in many applications such asimeamonitoring, image mining,
object tracking, mosaicing.extrecognition methods usually deal with the local features of the
image Initially, the text is detectéand distinguished from the whole image using the bounding
box techniquéThis determines the position of the text in the imddmes step is followed by
segmentatiomThe text imageneeds to be improved to remove some background noise and
facilitate thetext recognition processihe text recognition algorithngathersuseful text
information from the optimized region and then outputs the text (Wu et al., 2022).

Edges are points that serve as boundaries between two image reguaily, edges have a
onedimensional structure and are points on the same plane (Balan and SunnjAl2@d@)h

edge pixels occupy only a small portion of the image, they carry most of the image's
information!These contours play an important role in describing or descrilmages (Wu et

al., 2022)Corners are properties of the point where two or redgesntersectRegions are a

set of homogeneous points where the density value has similar characteristics (Salahat and
Qasaimeh, 2017).

i
M S D
N
R e
- 4 4 4 — — — —
(a) (b) © (@)

Figure 2.!Local features of the image (a) input image (b) corners (c) edges (d) regions (Salahat
andQasaimeh, 2017)
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In order to find the shapaformation of an object in the image, the edges of that object must

be determinedzdge detection detects sharp and sudden changes in the intensity (brightness or
color) of an image, providing information about the formation and locality of edges (&bsari

al., 2017)That is, in order to detect the boundaries of the objects in the image, the edges must
be detected (Dharampal, 2029he most commonly used edge detection algorithms are
Prewitt, Sobel, Canny, Roberts and Laplace of Gaussian (Ansari 205l).Edge detection
methods are examined in two categories, the first is Laplacian based and the second is gradient
basedln the Laplacebased method, the image is used to calculate thepasseconrdrder
derivative expressiorin general, the edgeare found by looking for a zero crossing of a
nonlinear differential expressidiypically, a preprocessing step, Gaussian smoothing, is
applied for edge detection (Dharampal, 20I8)e LoG filter, which is based on applying
Laplace and Gaussian filtevae after the other, was first proposed by Marr and Hildreth (Marr
and Hildreth, 1980)n the gradienbased method, the edges are determined by taking the first
order derivative of the image. The gradient magnitude is used to calculate a measure of edge
strengthLet the signal shown in Figure 3 represent an intensity jump in a region of the image.

f(t)
—\

p t
Figure 3. Sample intensity signal of an edge

If the gradient of this sign& taken, the result is shown in figure 4.

f(t)

p t

Figure 4. The gradient ofample edge signal

The derivative indicates a maximwaluelocated in the center of an edge in the original signal.
This edge detection method is characteristic of the gradient filter family of edge detection
filters. If the value of the gradient exceealthreshold, the pixel position is reported as an edge
position. (Maini and Aggarwal, 2009)he gradienbased approach is also called a digital
mask.The firstorder derivative of the image is used to find the maximum and minimum values
in the gradienbased operatdF.or a functionB: TdJ, the differential ofBin coordinates: TaJ;

as a dimensional column vecisrin (1.1).
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xU

@H ) B Ta);?2L cg-ll;hL sz,M (1.1)
x|

Here @Bis the gradient of the vector and tbeordinates: TdJ, have the maximum rate of

change which can be observed by vector measurem&he magnitude of the vectoZB
denoted ad : TaJ,

| TAL LI=CJEP@®A ) LY)TPE)WV (1.2)
K TAL L P2 s FE2L o (1.3)
[ :TA5 L) TPE) P (1.4)
The direction of the gradient is calculated by (1.5).

aL - R (1.5)

The angle is measured with reference to tais. The direction of the edge is perpendicular

to the slope at thigoint. The gradient of the 2D image is given(1.6) and (1.7).

)TL B:TE sdJ; F B TaJ; (1.6)

YUL B:TAJE s; F B: T4, (1.7)

In agradientbased method, pixels with a high gradient are considered as edges. In this study,

threegradientbased edge detection methods are used to create the hybrid algdritimare;
Sobel, Prewitt, and Canny.

Irwin Sobel proposed the Sobel edge detection technique in 1970 (Ansari et al., T2@L7).
result image is obtained by moving the horizoatad vertical 3x3 directional masks (Figure 5)
belonging to the Sobel operator on the image.

-1 0 +1 +1 | +2 | +1

2| 0 | +2 0 0 0

-1 0 +1 -1 -2 | -1
Gx Gy

Figure 5. Sobel edge detection operator masks

The Sobel operator mask is hovered over the inségeing from the upper left corner. By
multiplying the pixel value with the mask coefficient corresponding to each pixel value, all the
results are summed to find the operator's respdngbe original image, the squares of the
responses of the horizahtand vertical masks at the same places are summed and the square
root is taken to obtain the true gradient vali¥ben the gradient values are placed in a matrix

of the same size as the original image, an image showing the edges of the original image is
found (Aybar, 2008).
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In 1970, Prewitt proposed the Prewitt edge detection technique, which is a good algorithm for
measuring the size and direction of ed@essari et al., 2017)'he value hold constarg which

the Sobel operator uses as 2, is taken as 1 in the Prewitt operator (Dharampal h20Rgwitt
operator is similar to the Sobel operator and is used to detect vertical and horizontal edges in
imagesEdge gradient values are calculated by cturtian operation using two different masks
(figure 6)on the horizontal and vertical pixels on the iméger and Turk, 2016).

-1 0 +1 +1 | +1 | +1

-1 0 +1 0 0 0

-1 0 +1 -1 -1 -1
Gx Gy

Figure 6. Prewitt edge detection operator masks

The approximation of the partial derivative on theaxis can be calculated by taking the
difference between rows 3 and 1 of the 3*3 image regibe. other mask on thgaxis is
applied by taking the difference between tfeafd £ columns toapproximate the derivative.
Here, the partial derivatives are given(a8) and (1.9).

)TL:2 E?2E2;F:2E?%E2; (1.8)
JUL (2 E?2 E2;F:3E?5E2; (1.9)
With value hold constan® L t, the partial derivative is calculated (y10).
YTL B TAL?L ¥) TOE) (1.10)
The edge has an orientation angle¢hat increases the spatial gradi¢hti1).

aL f7"...=f%.9fT)U; (1.11)

Canny's proposed method consists of five processes. alesenvolution of the image with

the first derivative of the Gaussian operator, estimation of noise energy, eliminationof non
maximum gradient values by looking at neighboring pixels, binary thresholding, and refinement
processefCanny, 198).1t is astandard, powerful, and commonly used edge detection method.
Canny generally gives better results than other methods (Ansari et al., 2017) and has a low error
rate!lt is considered successful in not missing edges in the image and not detectedgaon

partts as edgest separates noise from the image before detecting edges Gaussian Filtering

(1.12) (Macit and Koyun, 2023)

a 6a

) L——A (1.12)

Canny uses Sobel filter on images to calculate gradient sizgradiént angl€1.13).

) B TAL?L ¥) O E) U (1.13)
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The main purpose of doing n@naximum suppression is to sharpen the edge of the image with
a blurred gradient sizéfter nonmaximum suppression, some pixel values are no longer true
edge pixels due to noise and color variatibhe purpose of double thresholding is to eliminate
these pixelsPixels classified as strong after double thresholding are strictly considered edge
pixels.

Edge detection algorithms that work with tradient computation approach work well for step
edgesDirectional derivatives within the gradient are sensitive to noise due to the nature of the
derivative. Sobel, Roberts, and Prewitt operators have problems with angle and direction
detection in noisymages andhey do not workeffectively LQ FRUQHUV !&#hg® HO
detection is difficult in noisy images because the edges contain high frequency content.
Attempts to reduce noise cause edges to be blurry and distOntre@fore, the operators used

in noisy images are usually larger (Maini and Aggarwal, 20B8tause the derivative is
sensitive to noise, images need to be smoothed before applying defbaged operatorhe

amount of smoothing that needs to be applied to the image may varyriewe to image, and

there is no general formula for thisefel, 2007)Edge operators such as Prewitt and Sobel,
which are based on the first derivative and have small dimensions, use the step edge model with
added Gaussian nois&lthough this model is geerally convenient in design, it poses two
problems in implementatiohe firstoneis that the edges in natural images are not just step
edges (Konishi et al., 2003nd he seconaneis that the complex situation created by objects
close to each othatoes not match the step edge model (Heijden, 1998¢rivative-based
operators are applied to images with noise, a result with discrete and virtual edges can be
obtained One of the reasons for this is the low number of samples used during the process,
RWKHU ZRUGV WKH QXPEHU RI1 SLI[Re@World@mayes Hor FeRtUH U H (
recognition may contain noise due to the effects of the physical wanéxample, in the plate

image captured for a license plate recognition system, effedtsasutirt and mud on the plate

may make it difficult to recognize the charactdisis research proposesreethodto deal with

edge detection problems in noisy imagésch includes a feature extraction step before edge
detection The proposedyradientbased hybridmethodhas been tested with a muddy plate
image and the results are shown in the following sections.

METHOD

One of the most challenging steps in digital image analysis is to properly extract edge
information from the imag#dges depad on intensity, lighting, objects, noise, blur (Ansari et

al.,, 2017).The variables that determine the choice of edge detection operator are edge
orientation, noise environment and edge strudithie.geometry of the operator determines the
characteristi@irection in which it is most sensitive to edges (Maini and Aggarwal, 2008).

noisy image, the edge detection algorithm can detect parallel or false!'€dgesgorithm
proposed in this study includes a series of preprocessing for edge recognitisyimmage.

In the first step, the low frequency coefficients of the imaiggaken.These coefficients are
divided into color layersand bock coding is performedn each layetNext, entropywaluesof
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eachblock arecalculated. The outputinary matrix is created using a threshold vallrethe
last step, this matrix is sent to the edge recognition algorithm as an input parameter.

Input image +is a color image at any resolution. The number of row$)\ ihe number of
columns is? and ach pixel is Ty

240 L <Tiy s QEQ Nis Q FQ 2= 2.1)

Discrete Wavelet TransforfdWT) is performedto get rid of the detail components of the
and obtain thaignificantpart!A DWT is a wavelet transform that decomposes the host signal
into wavelets that are discontinuous (Begum vd., 20229-dimensional wavelet transform is

a onedimensional analysis of a twdimensional signal (Mistry, 2013Jhe image signal is
passed through the Low Pass FillgPF)to obtain itsmportant components.

2(L AgHEBi+F P (2.2)

In the equation Endicates the index of the pixel being processed in thedonensional signal,
and Bis the filter function.The main purpose here is to get rid of the noi$i¢tla bit.!'The
number of rows and columns of tAgsignal obtained after DWT is half of themage.

# 7N L <Tiy s QEQNt& QFQ? t= (2.3)

A license plate image was used to simulate the algotiigare 7 shows this test image and
its condition after DWT.

{19 “CALIFORNIA “47 )
Nemamer St
(b)

Figure 7.(a) Test image (b) Low coefficients

A color image consists of three cofdanes +is divided into red, green, and blue color planes.
Then, @ch color plane is scaled to the same size as

#e L [Tiyts QEQNs QFQ =Ty P < 848 dww (2.4)
#, L [Tyss QEQNs QFQ =Ty P < &d & dww (2.5)
#, L [Tys QEQNs QFQ =Ty D 4 & dww (2.6)

A pixel containing an edge can be on any color plAhéhis stageeach color plane is divided
into L T-kized sukblocks to approximate the pixels.

%] U

St L Al Aas T @2.7)
g v

S L A Al\;@-i_-):w (2.8)
2 U

S b A K 5. (29)
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The smaller thel-value is chosen, the sharper the results of the algorithm, but the greater the
complexity of the operatioln the next step, entropy measurement is made to estimate whether
the blocks are in the edge transition redibime entopy function reaches its maximum value
when the probability of the results produced by the system is equal to eachTbthéotal
entropy value for color plane vectors with pixel numher Is given in(2.10)

Al Lol 584 L Todlgd 813=805) .. L Todle 88 43 EdSs. . L Tollo 8 dlz = (2.10)

The probability for each case gy R r.!Assuming the histogram density vallieEin a block,
the block's entropy :$;is calculated as i(2.11)
"8 L AgD:iEZ ‘% TLD::E (2.11)
Blocks with entropyaluegreater than the mean entropy are marked as edge transition regions.
The &matrix with ? Lcolumns andN Lrows is create@.12)as a noisdree image.

rd @, . AOR' @ . AOR' @;. . AOP
G LP ) b (2.12)

sd @,z ARR' @ LARR' @, ARP
In the equation, thé?value is the mean of the entropy results of the R, G and B blbkksa
matrix is a binary matrix and Gaussian smoothing cannot be applied to this 'Siatyi. pixel
noises in the+image are also present in tt@amatrix!To get rid of this noise, bidirectional
filtering is appliedFirst, it is scanned from the first pixel of th@matrix to the last pixelAt
each step, the value of the pixel whosighieor pixels add up to 0 is set tdlhe same process
is repeated from the last pixel to the first pj{dehckwardsThe proposed algorithm has the
ability to repeat this process several times according to the amosingtef pixelnoise in the
image!The @matrix obtained as a result of these steps is the optimum matrix for edge detection
algorithms.Figure 8 shows thé&matrix obtained for the test imagéer these processes.

(18 *caLiFroRNiA T a7

Figure 8. amatrix obtained for the test image

Now, one of the Canny,dBel or Prewitt methods can be applied to tmatrix to clearly
detect edges

RESULTS

The biggest problems in edge detectwafalse edge detection, loss of edges, producing thin

or thick lines, etc (Maini and Aggarwal, 200€dge detectiothasedext recognition systems

can produce erroneous results due to these problexisiecognition systems are frequently
applied inimportantareas where errors are not desired, such as traffic management, business
card recognition, document recognitjdicense plate recognitipnontainer codingetc(Wu et
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al., 2022)Figure 9shows the edges detected by the Canny, Sobel and Prewitt edge detection
methods on the test image.

Figure 9. Edges detected by tHa) Canny,(b) Sobe| and(c) Prewitt edge detection methods
on the test image.

In Figure 10, the edges detected by the edge detection methods are shownAonathis
created by the proposed method.

(a) (b) ©

Figure 10. Edges detected by tpgoposeda) hybrid-Canny,(b) hybridSobe) and(c) hybrid
Prewitt edge detection methods on the test image.

It is obvious that the proposed hybrid method gave better results than the use of edge algorithms
alone.False Positive Rate (FPR) was calculated to stitmvperformance of the proposed
method mathematicallyn statistics, the probability that a value that is actually negative will

be falsely classified as positive is called the FPR and it is calcligi@dl3)

¢ E

(24L—%7c

(2.13)

Thenumber ofpixels on thdines that are not edges but are defined as edges is considered False
Positive (FP), and the numbeixels on thelines that are edges and defined as edges is
considered True Negative (TNJisual results for a cross section frone tiest image are shown

in figure 11, and the FPR values are shown in tdble

Table 1.Mathematical resultsf the proposed method

Method FPR | Parallel edges Dashed edge
Canny 0.87 Too much No
Sobel 0.39 A little No
Prewitt 0.39 A little No

Hybrid-Canny 0.31 Slight No
Hybrid-Sobel 0.11 Slight Yes
Hybrid-Prewitt 0.13 Slight Yes
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© @

(e) (f) (9 (h)
Figure 11.Edges detected from a region of the test image (&hdfb) Canny (c) Sobe] (d)

Prewitt (e) amatrix, (f) hbrid-Canny,(g) hybrid-Sobe| and(h) hybrid-Prewitt edge detection
methods

Visual results and FPR results show that the proposed method is successful in noisy license
plateimage Although the hybridCanny algorithm haskigher FPR value than other proposed
hybrid algorithms, it is more suitable for use in text recognition methods because it does not
produce dashed line$he proposedmethod is successful for images containiexf, but has

not been tested father imageecognitionmethods such as face detection, pattern recognition.
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